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An improved method has been developed for the determination of surface and interfacial tensions 
from primary drop shape data. In addition, wetting angles of sessile drops may be determined. The 
method has been built around a commercial pendant drop instrument and an IBM-compatible PC with 
a frame grabber card. In order to differentiate the drop profile, a filter routine using a local threshold 
and interpolation technique has been developed that is combined with an edge-tracing algorithm. The 
program for calculation of surface tension is divided into two parts. The first part is based on the traditional 
optical method and uses inflection of the drop profile. By means of several polynomial interpolations 
and curve fitting of theoretical profiles, the form factor/3 and surface tension y are determined. The 
second part of the calculation utilizes the above values as a first estimate and then performs a further 
optimalization of y by comparison between experimental and theoretical Young-Laplace profiles. With 
a PC AT with a 80287 mathematical coprocessor the measurements take about 5 s and the reproducibility 
is typically 0.01-0.03 mN/m for a wide range of known liquids. © 199i Academic Press. Inc. 

INTRODUCTION 

The interfacial  and  surface tens ion  char-  
acteristics of  l iquids  are o f  i m p o r t a n c e  for 
m a n y  processes in the  chemica l  industry.  
There  is a need for  a rapid,  easy, and  low cost 
technique  with sat isfactory accuracy  and  re- 
producibi l i ty .  Trad i t iona l ly ,  i n s t rumen t s  that  
emp loy  the Du  Nof iy  r ing and  W i l h e l m y  plate 
methods  are in c o m m o n  use t h roughou t  the  
indus t ry  and  in research laborator ies .  

The  pendan t  d rop  m e t h o d  is t r ad i t iona l ly  
very laborious.  N o w a d a y s  v ideo  imaging  fa- 
cilities and  ma thema t i ca l  coprocessors  for 
personal  compute rs  are more  readi ly  available, 
and  there is accord ing ly  a great  po ten t ia l  for 
improv ing  this me thod .  The  Y o u n g - L a p l a c e  
equat ion  descr ibing the d rop  profi le  o f  sessile, 
pendant ,  and  ascending  d rops  has  resul ted in 
some interest  in the  l i t e ra ture  in improv ing  
the pendan t  d rop  m e t h o d  accordingly .  

To whom correspondence should be addressed. 

P e n d a n t  d rop  m e a s u r e m e n t s  a re  usua l ly  
p e r f o r m e d  by  pho tog raph ing  a d r o p  in an  op-  
t ical  b e n c h  a r r angemen t ,  and  then,  f r o m  the  
copies,  d e t e r m i n i n g  ( a )  the  m a x i m u m  d i a m -  
eter  DE a n d  ( b )  the  ra t io  be tween  DE a n d  the  
d i a m e t e r  Ds at  the  d is tance  DE f rom the  d r o p  
apex.  This  was first der ived  by  A n d r e a s  et at. 
( 1 ), whi le  in tegra t ion  o f  the  Y o u n g - L a p l a c e  
different ial  equa t ions  was p ionee red  by  F o r d -  
h a m  (2 )  a n d  Stauffer  ( 3 ). 

T h e  Y o u n g - L a p l a c e  equa t ion  can  be  ex- 
pressed as th ree  d imens ion less  f i r s t -order  dif-  
ferent ia l  equa t ions ,  as shown by several  w o r k -  
ers ( 4 - 7 ) .  W h e n  v ideo  image process ing  is 
used,  the  d r o p  profi le  typica l ly  consis ts  o f  500 
to 1000 d a t a p o i n t s  depend ing  on  the  sys tem.  
T h a t  R o t e n b e r g ' s  m e t h o d  is t ime  c o n s u m i n g  
a n d  s o m e t i m e s  inaccura te  was p o i n t e d  ou t  by  
Anas t a s i ad i s  et al. (5 ) .  Anas tas iad i s  et aL 

have  successful ly used a v ideo imag ing  sys tem 
wi thou t  any  m a n u a l  process ing o f  da ta .  

M o s t  a t t en t i on  has  been focused on  sophis -  
t i ca ted  n u m e r i c a l  m e t h o d s  for image  ana lys i s  
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and integration. Although these methods may 
sometimes produce excellent results, they are 
too computation intensive to be applicable in 
everyday instrumentation, requiring up to 10 
rain on a VAX 8000 series. Our objective has 
been to construct a simple and fast instrument 
having sufficient accuracy and reproducibility 
to make this method useful in practical ap- 
plications. In this paper we show that it is pos- 
sible to perform image processing and com- 
putation of interfacial tension from primary 
drop shape data from a video imaging equip- 
ment  on a personal computer  as rapidly as ca. 
5 s and with satisfactory accuracy. 

EXPERIMENTAL 

(A) Chemicals 

All organic liquids were analytical grade and 
were used without further purification, except 
for ethylbenzene, which was 99% pure grade 
for synthesis. The water was purified by reverse 
osmosis followed by ion exchange and filtra- 
t ion through active carbon (Millipore RO+Q 
unit) .  

( B) Instrumentation 

A block diagram of  the apparatus for pen- 
dant drop surface tension measurements ap- 
pears in Fig. 1. All parts are commercially 
available. In addition to the NRL contact angle 
goniometer including microsyringe attach- 
ment  and environmental  chamber ( R a m r -  
Hart  Inc.), there is also a supplementary com- 
plete stage support. This is necessary in order 
to adjust the video camera properly. The video 
camera (JVC Model GX-N7E color video 
camera with removable lens), is equipped with 
a lens system (Olympus Optical Co.) consist- 
ing of  a V-OM video camera adapter, a teles- 
copic auto extension tube, and a macro 80- 
m m  F4 lens. The signal from the camera is 
fed to a video cassette recorder (Mitsubishi 
HS-710 EZ(S))  and further via a frame grab- 
ber (Data Translation DT2803-50) to a per- 
sonal computer  (IBM AT compatible) with 
an 80287 numeric coprocessor. The frame 

Macro 

Videe Camera i~ts ~ Lamp 

~ e t e r  ~ ~ 

Video recorder RGB Monitor 

1 ° 'J 

grabber 
Microcomputer card Printer 

FIG. 1. Schematic setup of the instrument. 

grabber card is connected to an additional 
RGB monitor  (Digital Equipment VR241 ). 

It was found that the best way to minimize 
the errors from interference rings around the 
drop is to use a diffuse white lit background. 
This is achieved by using a piece of white paper 
in the rear window of the environmental 
chamber, between the light source and the 
drop. 

The optical bench was finely adjusted to ex- 
act horizontal position, then the tilting of the 
camera was adjusted until a horizontal glass 
slide stayed at the same level in the camera 
(and on the monitor)  independent of the po- 
sition of  the focal plane. The sideways tilting 
of the camera was adjusted until a vertically 
suspended metal wire was depicted along one 
single line of pixels on the monitor. 

As support for the pendant drops, steel nee- 
dles of  different diameters were used. The wet- 
ting angle between the steel and the liquids is 
not very important, as long as wetting is rel- 
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atively uniform along the needle rim. The 
needle was adjusted so that it did not appear 
in the video picture. The needles were cleaned 
with solvents chosen according to the type of 
liquid that had been used, and finally five times 
in the actual liquid. The needle diameter was 
varied according to the measured system, in 
order to give shape factors in the most sensitive 
region (0.2 </7 < 0.5). 

The magnification was found by measuring 
a cylinder ( usually the syringe needle) with an 
accurately determined diameter at the same 
magnification as the drop. The same profile 
tracing method as used on the drop pictures 
was utilized together with linear curve fitting 
in order to obtain good accuracy. The ratio of 
magnification in the vertical direction to that 
in the horizontal direction was recorded once 
and kept as an instrument constant. This ratio 
(Lx/Ly)  was determined by the measurement 
of a microscope grating both horizontally and 
vertically at the same magnification. 

DROP PROFILE ANALYSIS 

(A) Contour Tracing 

The video image consists of  256 × 256 pix- 
els, each with 64 levels of  light intensity (gray 
levels). The filter routine for detection of  the 
drop profile is a simple edge-tracing routine 
with increased accuracy compared to global 
thresholding and maximum gradient tech- 
niques. The two latter techniques were tested 
and rejected. In order to discriminate the drop 
interface we use a local threshold and inter- 
polation routine. The coordinates of  the drop 
profile are found by linear interpolation to a 
given fraction, F,  between the local maximum 
and minimum of light intensity, i.e., 

Itt,reshold = F X ( / m a x  - -  I m i n ) .  [ 1 ]  

From analysis of the gray levels in the 
neighborhood of the drop interface, as ex- 
emplified in Fig. 2, we have used 0.67 as a 
suitable value for this fraction. However, as 
the value has considerable influence on the 
final result (see below) a comparison of  this 
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FIG. 2. Typical intensity profile across the drop bound- 
ary. 

method against liquids of known surface ten- 
sion will indicate the opt imum value. One of  
the coordinates for each point is an integer 
(0-255)  and the other will be a decimal num- 
ber because of  the interpolation routine. The 
accuracy is thus considerably improved com- 
pared to simple global thresholding or maxi- 
mum gradient routines that give both coor- 
dinates as integers. 

Once a point on the drop profile has been 
found, the search for the next point is limited 
to the nearest point on the next line. In the 
bottom part of  the drop the search direction 
is switched from horizontal to vertical. How- 
ever, for ascending drops the routine auto- 
matically starts from the bottom of  the picture. 

Most drop profiles consist of from 400 to 
700 points. On the average the routine uses 
from 2 to 3 s for these calculations. The same 
filter routine is used in determining the drop 
interface when the apparatus is used for con- 
tact angle measurements. 

(17) Determination of Initial 
Size Parameters 

Surface tension is determined in a two-step 
process. First, the size parameters R0 and /3 
are determined from the drop profile, after 
which surface tension is calculated from these 
parameters by the well-known equation 

= ApgR21/3. [2] 

Here A# is the mass density difference between 
the drop and the surrounding medium, g is 
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the gravitational constant, R0 is the radius of 
curvature at the drop apex, and/3 is the shape 
factor, as defined by this equation. 

In the traditional method developed by 
Fordham (2), /3 is calculated from the ratio a 
= Ds/DE. Fordham has tabulated this func- 
tion, so that 13 may be read from the tables. 
Girault et al. (6)  have made a polynomial ap- 
proximation of  Fordham's table, giving the 
equation 

/3 = 0.02664 + 0.62945a 2. [3] 

It was felt that this method of  calculating/3 
could be improved upon by using polynomial 
regression analysis on a-data produced from 
theoretical profiles. 

The equations describing the drop profile 
are derived from the Young-Laplace equation 
and may be represented in dimensionless form 
as described by several workers. We have uti- 
lized the form presented by Rotenberg et aL 
(4) 

dO 
- 2 - / 3 1 ( - - -  

dS 

dX  
- -  = COS O 
dS 

d Y  
- -  --- sin O. 
dS  

sin O 
[4] 

X 

[5] 

[6] 

The coordinates X, Y, S, and O are illustrated 
in Fig. 3. Sis  the distance along the drop profile 
from the drop apex. X, Y, and S are dimen- 
sionless parameters made by dividing x, y, and 
s, respectively, by R0. The negative sign in 
front of/3 corresponds to a hanging drop with 
a positive &O- Theoretical dimensionless pro- 
files were calculated from/3 = 0.1 to 0.5, in 
steps of 0.001 by means of  a Kutta-Merson 
numerical integration algorithm with auto- 
matic step length adjustment. The maximum 
relative error was set to 10-4. Each profile was 
measured mathematically by determining DE 
by third-order polynomials through the four 
points closest to the maximum and Ds from 
the four points closest to the distance DE from 
the apex. In this way the a-ratios could be cal- 

D F 

f 
FIG. 3. G e o m e t r y  of  pendan t  drop wi th  variables. 

culated for each of the 400 values of [3. From 
these values an improved equation for/3 was 
calculated by the method of least squares, 

fl = 0.12836 - 0.7577a 

+ 1.7713a 2 -  0.5426a 3. [7] 

This equation gives a better fit than a second- 
order polynomial without the first-order term, 
and all the coefficients have good significance. 
The maximum error in the regression is A/3 
= 0.0008, This corresponds to a typical error 
of  0.1 m N / m  in 3'. From the same data, an 
equation for DE/2Ro was found by the same 
numerical method for 0.1 </3 < 0.5, 

DE/2Ro = 0.9987 + 0.1971/3 

- 0.0734/32 + 0.34708fl 3. [8] 

These values are only slightly different from 
those of  Girault et al. The maximum error in 
this expression is 0.0003. 

Values for Ro and/3 were found from the 
profile data by several numerical smoothing 
techniques. First the central axis of the drop 
was determined by a first-order regression line 
through all data points, using the y-values as 
the independent and the x-values as the de- 
pendent  variable (Fig. 3). The lowest point of 
the drop, i.e., the point where the central axis 
intersects the drop profile, was found by fitting 
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a fourth-order polynomial without the first- 
and third-order terms to all data points in the 
bottom profile up to a limit ofy/x  = 0.44 (in 
scaled coordinates). This function is sym- 
metrical around the central axis, and the ac- 
curacy is 0.03% (relative to Ro, found by fitting 
theoretical profiles). The data points on one 
side of the drop were inverted, and the x- and 
y-axes exchanged, so that the rest of  the cal- 
culations were performed on a single half-pro- 
file. 

The maximum diameter DE was found by 
first finding the (40) points closest to the point 
of inflection of the curve by the secant method, 
and then fitting a second-order polynomial 
through these points, thereby enabling an an- 
alytical derivation. A similar technique was 
used to find the diameter Ds at the distance 
DE from the apex. From the values of  DE and 
Ds, 3 and Ro were found from Eqs. [7] and 
[ 8], and 3/was determined fi'om Eq. [ 2 ]. 

(C) Fitting of Profile Data 

In order to achieve even better accuracy and 
reproducibility of  surface tension data, it is 
necessary to utilize all the profile data in a 
least-squares parameter optimization. Because 
the initial values of 3 and Ro are already quite 
close to the optimal values, a relatively simple, 
yet effective, method of second-order inter- 
polat ion/extrapolat ion--or  response surface 
method--was chosen. To decrease computing 
time further, a database of  theoretical profile 
data has been produced. This database con- 
tains (dimensionless)X- and Y-coordinates for 
all profiles for 0.1 < /3  < 0.5 in steps of  A/3 
= 0.001 (400 data sets). The database was 
produced in the same way as described above, 
and stored in an indexed disc file. The objec- 
tive function used in the optimalization was 
the mean square deviation between theoretical 
and experimental points, 

A f =  ~ (y-- ~)2/N, [9] 

between X -- 0.5 and the maximum value in 
the data set. N is the number of  data points. 
The theoretical value, fi, was calculated at each 

experimental x-value by interpolation by using 
a third-degree polynomial through the four 
closest theoretical data points (two on each 
side). 

The optimalization was performed by first 
calculating the mean square deviation at 9 (3 
× 3) grid points in the 3-Ro-plane around the 
starting point. The distance between the grid 
points was 0.001 in both directions. The mid- 
{/-value was the one closest to the starting value 
(i.e., maximum deviation is 0.0005). F rom 
three dimensionless profiles, nine scaled pro- 
files were calculated by multiplying each by 
the three values of  Ro. Through these nine 
points, a second-order response surface was 
used to find the minimum. Because the start- 
ing point is very close to the optimum, and 
the distance between the grid points is small, 
a second-order surface makes almost an exact 
fit. This method is both fast and accurate in 
finding the opt imum, most of  the computing 
time being spent in calculating the mean 
square deviation. The optimalization proce- 
dure may be repeated with the new values as 
the starting point, but experiments show that 
very little improvement  in the value of  3, is 
achieved. 

(D) Measurement of Contact Angles 

Because of  the general applicability of  the 
filter routines, it was found that contact angles 
could also be usefully measured in the same 
instrument. While this, at least with respect to 
the pure optical measurement,  is a relatively 
trivial task, a video-enhanced method is both 
faster and more accurate. Also the instrument 
need not be dismantled in order to measure 
both the surface tension and the contact angle 
in the same experimental setup. 

The method was constructed to show a hor- 
izontal line on the screen, along which the solid 
surface is aligned. The filter routine then will 
give a properly aligned drop profile. The con- 
tact angle is easily calculated by numerical 
derivation of  the profile at the contact point. 
Because of  reflection in the substrate and some 
diffraction, the two to three data points closest 
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to the contact point  must be neglected. Dif- 
ferent methods of  numerical derivation give 
considerably different results because of the 
extrapolation involved. Presently a travelling 
secant method, with linear extrapolation to the 
contact point, seems most robust. This gives 
values between a pure linear derivation, which 
underestimates the contact angle, and higher- 
order methods, which usually tend to over- 
estimate. 

An alternative method for determination of 
contact angles is to fit the sessile drop profile 
(as suggested by Rotenberg et al.). This 
method should theoretically give more accu- 
rate values, and will definitely be much more 
time consuming, especially because a larger 
span in /3 has to be covered. Presently this 
method has not been implemented here, and 
we believe the general difficulties in the repro- 
ducibility of  contact angles, mainly surface in- 
homogeneity and the difference between ap- 
proaching and receding contact angles, make 
the value of  the additional effort it takes to 
utilize this method questionable. 

C O M P U T E R  P R O G R A M - U S E R  I N T E R F A C E  

To make the use o f  both this instrument 
and the mathematical methods involved as 
convenient and fast as possible, a user-friendly 
PC interface was built around the core sub- 
programs. A menu-driven interface was cho- 
sen, a block diagram of which is shown in Fig. 
4. The menus facilitate input and storage of  
data such as densities and sample information 
and makes operator control of the frame grab- 
ber board relatively easy. 

Measurements carried out with this system 
are based upon experimental methods, created 
and edited through the menu system. A 
method describes the data source (video or 
disk file), t ime interval between measure- 
ments, number  of  measurements in a series, 
if data should be stored and in what form (bit- 
map or profile data),  how results should be 
presented, and whether the full profile should 
be utilized in calculations. By using the meth- 

ods for running experiments, up to 100 un- 
attended measurements in a series are possible. 
The method system facilitates easy operation 
by technical assistants. However, the system 
also contains options for closer control of data 
capture and manipulation through the test 
routines and data manipulation menus, Stor- 
age of  raw data (bitmaps), profile data, and 
recalculation is possible. The program is writ- 
ten entirely in Pascal. 

R E S U L T S  A N D  D I S C U S S I O N  

This instrument may be used for different 
types of  measurements on surface and inter- 
facial tensions. In this paper we have concen- 
trated on measurements on pure substances 
in order to check the accuracy and reproduc- 
ibility of  the instrument and the mathematical 
methods. Also some checking of the calibra- 
tion method was performed. A systematic 
variation in the threshold fraction F was per- 
formed on one particular drop image (stored), 
taking the variation on both the calibration 
and the drop profile into account. The sensi- 
tivity for water in air is typically d T / d F  = 2.0 
m N / m .  This will be somewhat dependent on 
the needle diameter and the magnification, but 
it clearly shows the importance of correct pro- 
file determination. Also reproducibility in the 
single contour points and the optical aberra- 
tion in the system was checked by plotting the 
x-values in the calibration of a 3-ram glass tube 
at two magnifications. The calculated standard 
deviation is 0.023% (0.06 pixel) and the dif- 
ference between the edges (upper and lower) 
and the middle of the picture is 0.06% (0.15 
pixel). It can be concluded that the reproduc- 
ibility is good and the optical aberration can 
be neglected. 

Table I gives the surface tension of 13 dif- 
ferent pure liquids against air. Also given are 
literature data for these liquids (8, 9). The 
measured values correspond well with the lit- 
erature data within a range of 1-2 m N / m .  
While this is not completely satisfactory from 
a quantitative viewpoint, the measured values 
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FIG. 4. Block diagram of the OFS menu system for pendant drop. 

themselves are very reproducible. It is believed 
that the main reason for the difference between 
measured and literature data is the purity of  
the liquids and temperature differences; the 
measurements were performed at room tem- 
perature (ca. 23°C) .  The deviation between 
these results and literature data does not seem 
to follow any particular trend, indicating that 
the calibration of  the instrument and the 

choice o f  constants is satisfactory. Neither do 
there appear to be particular trends in the dif- 
ference between 7-values calculated from ini- 
tial size parameters and those calculated from 
the full profile data. It is therefore difficult to 
determine from these results which o f  the 
methods gives the most  fully correct answer. 
The reproducibility, however, is ca. 10 times 
better with the full profile method,  leading to 
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TABLE I 

Comparison of Literature Data (8, 9) and Measured Values of Interracial Tension 

Method 1 Method 2 

Literature 3' SD 3, SD 
Type of liquid (raN/m) (naN/m) (naN/m) (naN/m) (naN/m) 

Water (21 °C) 72.60 71.4 0.2 71.16 0.03 
Formamide 58.2 59.0 0.3 59.05 0.03 
Sulfuric acid 55.1 55.1 0.1 57.73 0.0 l 
Ethylene glycol 47.7 46.8 0.1 47.46 0.01 
Aniline 42.9 42.8 0.1 41.77 0.02 
Pyridine 38.0 36.6 0.2 36.52 0.01 
Dimethylformamide 37.7 35.8 0.2 36.23 0.01 
Ethylbenzene 29.20 28.6 0.2 28.21 0.06 
2-Ethoxyethanol 30.0 27.8 0.2 28.58 0.05 
Toluene 28.5 28.6 0.2 28.77 0.02 
Tetrachlormethane 26.95 27.2 0.1 26.14 0.04 
Cyclohexane 25.5 25.1 0.2 24.31 0.05 
Hexane 18.43 19.6 0.3 17.72 0.04 

Note. Method 1 values are calculated from initial size parameters. Method 2 values are obtained from fitting full 
profile data. Standard deviation is calculated from 10 consecutive measurements on the same drop. 

the  conc lus ion  tha t  this  m e t h o d  is be t te r  in 
r e m o v i n g  r a n d o m  noise in the profile da t a  
points .  Th is  noise  is bel ieved to be m a i n l y  due  
to ( m o s t l y  inv is ib le )  v ibra t ions  o f  the  d rop  in 
air,  and  shou ld  be less appa ren t  when  mea -  
sur ing in ter fac ia l  tensions.  I t  should  be no ted  

TABLE II 

Reproducibility of Measurements on Separate Drops of 
Formamide and Cyclohexane at Different 

Magnifications 

Formamide Cyclohexane 

Meas. No. 3" SD 3' SD 

1 58.60 0.03 24.84 0.04 
2 58.59 0.03 24.71 0.03 
3 58.10 0.02 24.66 0.07 
4 59.52 0.02 25.08 0.07 
5 58.77 0.02 25.05 0.05 

Mean 58.8 24.9 
SD (single) 0.5 0.2 
SD (mean) 0.2 0.1 

Note. The full profile method was used. 

tha t  these s tandard  devia t ions  do not  measure  
reproduc ib i l i ty  be tween drops.  To check this 
further ,  five different d rops  o f  f o r m a m i d e  and 
cyclohexane in air  were measured  at somewhat  
different magnificat ions and  thus with separate 
cal ibra t ion before each drop.  This  corresponds 
to  the  accuracy that  would  be representat ive  
o f  a typical  everyday use o f  the ins t rument  for 
single surface tens ion  measurements .  The  re- 
sults are given in Table  II. It  is seen that  re- 
p roduc ib i l i ty  between drops  is ca. 1% (stan- 
da rd  dev ia t ion ) ,  a value considerably  above 
tha t  o f  a single d rop  (Tab le  I)  with the same 
cal ibra t ion .  W e  believe further  i m p r o v e m e n t  
o f  accuracy  is possible,  bu t  this requires both  
be t te r  cont ro l  o f  d rop  condi t ions  ( t empera-  
ture,  puri ty ,  evapo ra t i on )  and  possibly more  
t ed ious  ca l ibra t ion  methods .  

It can be concluded  that  this ins t rument  and 
software,  as i m p l e m e n t e d  at the present  t ime,  
is a fast and  fully accurate  m e t h o d  for deter- 
m i n i n g  the surface tens ion  o f  l iquids by pen-  
d a n t  drop.  More  exper imenta l  work  will be 
carr ied out  in the future when t ime-dependent  
processes such as adsorpt ion  and mass transfer 
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in p a r t i c u l a r  will  be  inves t iga ted  a n d  c o n t a c t  

angle  m e a s u r e m e n t s  repor ted .  
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